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The Government’s approach to regulation of artificial intelligence (AI), as set out in its AI regulation white paper, misses a vital opportunity to ensure that fundamental rights and democratic values are protected.

In particular, it fails to ensure that adequate safeguards and standards are in place for use of AI by public authorities.

The use of AI in public decision-making offers the promise of greater efficiency and accuracy.

However, there is also a risk of direct or indirect discrimination, and the exacerbation of existing inequalities. Regulation is essential to ensure that AI works for the public good.

As civil society groups who represent individuals and communities impacted by government use of automation and AI across the UK, we urge the UK Government to develop and implement AI regulation at minimum in line with the following principles:

1. Transparency must be mandatory
2. There must be clear mechanisms for accountability at every stage
3. The public should be consulted about new automated decision-making (ADM) tools before they are deployed by government
4. There must be a specialist regulator to enforce the regulatory regime and ensure people can seek redress when things go wrong
5. Uses of AI that threaten fundamental rights should be prohibited

These principles will require obligations in statute, which will need to build upon and work with existing data protection safeguards and our human rights framework. Instead of promoting existing standards, the Data Protection and Digital Information (No 2) Bill is weakening them, and threats to leave the European Convention on Human Rights – and legislation which disappplies parts of the Human Rights Act – are putting our human rights framework at risk. Effective AI regulation must strengthen, rather than undermine, existing protections.

1. Transparency must be mandatory

Effective regulation of how public authorities use AI must have mandatory transparency as its starting point. Individuals and communities whose lives are impacted by AI should know when they are being subject to ADM, and how those decisions are made. Without transparency, individuals and parliamentarians cannot hold decision-makers to account when AI systems produce harmful or discriminatory outcomes. Indeed without such transparency, the Government’s own stated objective of increasing public trust in a regulatory framework for AI is unachievable.¹

When it comes to transparency, it is not enough for compliance to be optional. Transparency requirements must be in primary legislation, rather than in guidance. Wherever an ADM tool is being used to make, or support, decisions which have a legal, or similarly significant, effect on someone, requirements should include:

¹ AI white paper, paragraphs 5–6.
- A statutory duty on the public body to inform the person subject to the decision that ADM has been used, and how it is being used.
- Mandatory publication of the tool on a register of public use of ADM systems - the current model of optional compliance with the Government’s Algorithmic Transparency Recording Standard is insufficient.
- A statutory duty to publish a risk assessment (including the data protection, equality, human and child rights impacts) of the tool and measures of impact post-deployment.

2. There must be clear mechanisms for accountability at every stage

Decision-making which has significant implications for people and which may affect their rights should be undertaken with a ‘human meaningfully in the loop’. More research is required to understand the impact of the use of AI on decision-making by officials, and to determine what meaningful human intervention looks like. Mere rubber-stamping of algorithmic outputs will not lead to proper protection and accountability.

There must be clear division of responsibility between those who develop, own and deploy AI tools, in order to facilitate effective protection and accountability. Those responsible for developing, testing and using AI must be subject to clear statutory obligations – for example, to ensure that at each stage, the necessary checks for and safeguards against discriminatory outcomes have been put in place.

3. The public should be consulted about new ADM tools before they are deployed by government

Those who will be affected by the use of a new tool – as well as academics and civil society more broadly – should have the chance to participate in that tool’s design and deployment. Alongside robust testing, this would help identify risks and support effective design. It would also build public trust around use of ADM by government and facilitate consensus-building about the role of AI in our society.

4. There must be a specialist regulator to enforce the regulatory regime and ensure people can seek redress when things go wrong

Individuals and communities who are adversely affected by ADM must have access to quick, accessible, and effective avenues of redress. The existing patchwork of regulatory bodies lack statutory powers and financial resources. Given the specificity and complexity of this domain, an independent expert regulator is required. This regulator needs to be adequately resourced and given the right tools to enforce the regulatory regime, including powers to proactively audit public ADM tools and their operation.

5. Uses of AI that threaten fundamental rights should be prohibited

As the white paper itself recognises, AI presents a serious risk to fundamental rights in a number of contexts, including the rights to privacy and non-discrimination. Furthermore “the patchwork of legal
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2 AI white paper, Section 1.2.
frameworks that currently regulate some uses of AI may not sufficiently address the risks that AI can pose⁴. It is therefore critical that any proposed AI-specific regulation addresses those risks, including by prohibiting certain uses of AI which pose an unjustified risk to fundamental rights. Such prohibitions must be set out in primary legislation, in order that they are subject to a democratic process. Other jurisdictions (including the EU and the US) are beginning to do so. As the UK fails to prohibit certain uses of AI in law, we are falling behind in ensuring adequate protections against the risks of AI, and clarity for those who use and are affected by it.
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